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Introduction

Designed Experiment

-Test or series of test.

-Purposeful changes are made to the input variables of a process or system.

-To observe and identify the reasons for changes in the output response
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Uncontrollable  factors

Objectives of the experiment:

-To determine which variables have most effects on the response y.

-To determine where to set the influential X’s so that y is almost always near the desired nominal value.
-To determine where to set the influential X’s so that variability in y is small.

-To determine where to set the influential X’s so that the effects of the uncontrollable variables Z1 ,  Z2 , … ,  Zm  are minimized.
Three Phases of Experiment
1. Planning the experiment
2. Selecting the design

3. Data collection and Analysis

Three Basic Principles of DOE

-Replication

-Randomization

-Blocking

Continuous Probability Distribution
1. Normal Probability Distribution
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 Characteristics
1. Bell shape
2. Symmetric 

3. Mean = Median = Mode

5. 
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6. P(X=x)  =  0

Standard Normal Distribution
-Normal distribution with  
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- z is a standard random variable and x is normally distributed, then
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      z ~ N(0 , 1)   and   f(z)  =  
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2. Chi-Square Distribution (
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Mean =   
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Characteristics

1. 
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3. P(
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3. Student-t Probability Distribution
-  If  z ~ N(0,1) and V ~ 
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T has Student-t distribution with degree of freedom = n .


f(t , n)   =   
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Characteristics
1. Bell shape
2. Symmetric
3. P((
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4. P(t = t0)  =  0

 For 
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 = 0.05  and df = 23  , then   t0.05,23 =  1.714

6. F Probability Distribution
-If U and V are independent random variables and U ~ 
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G(f, n, m)  =  
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Characteristics

1. F 
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2. P(F 
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3. P(F = f0)  =  0
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Estimation
-Estimate parameters of population: 
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- Point Estimation: 
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-Interval Estimation:     8 
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Interval Estimation
-For the 100(1 – 
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-A one-sided confidence interval is given by L 
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- L is the lower-confidence limit and U is the upper-confidence limit.

Confidence Interval on the mean 
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-Assume a population is normal with known variance 
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 is a sample mean and n is a sample size.

Confidence Interval on the mean 
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-Assume a population is normal with unknown variance 
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where  s is the sample variance.

 Confidence Interval on the difference in means, variances known
-Both populations have normal distribution with known variances.
-The two-sided 100(1 – 
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Confidence Interval on the difference in means, variances unknown
-Both populations have normal distribution with unknown variances.

-For equal population variances 
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  where sp is a pool standard deviation and can be computed from 
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  -For unequal population variances 
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Confidence Interval on the variance 
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-The population is normally distributed.
-The two-sided 100(1 – 
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Confidence Interval on the ratio of variances
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-Both populations are normally distributed.

-The two-sided 100(1 – 
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Exercises
1. A company manufactures impellers for use in jet-turbine engines. One of the operations involves grinding a particular surface finish on a titanium alloy component. Two different grinding processes can be used and both processes can produce parts at identical mean surface roughness. The manufacturing engineer would like to select the process having the least variability in surface roughness. A random sample of n1 = 13 parts from the first process results in a sample standard deviation s1 = 5.1 microinches and a random sample of n2 = 16 parts from the second process results in a sample standard deviation s2 = 4.7 microinches. Construct a 95% confidence interval on the suitable value to answer which process should be selected.
2. The diameter of steel rods manufactured on two different extrusion machines is being investigated. Two random sample of size n1= 15 and 

n2= 18 are selected and the sample means and sample variances are 
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 = 0.40 respectively. Assume that population variances of diameter of steel rods produced on both machines are equal. At 95% confidence level, do both machines produce steel rods with equal diameter?

3. The wall thickness of 25 glass 2-liter bottles was measured by a quality engineer. The sample mean was 4.05 mm. and the sample variance was 0.0064 mm2. Find a 90% lower-confidence interval on the mean wall thickness and a 90% two-sided confidence interval on the variance of the wall thickness. 
Simple Comparative Experiment

-Consider experiments to compare two treatments (conditions).
-Use graphical methods, hypothesis testing or confidence intervals for comparison.
Graphical Methods
-Dot diagram, histogram, box plot and probability plot.

-Useful for summarizing the information in a sample of data.

              Oil consumption rate for two brands of cars (km/liter)

	No.
	Brand A
	Brand B

	1

2

3

4

5

6

7

8

9

10
	16.85

16.40

17.21

16.35

16.52

17.04

16.96

17.15

16.59

16.57
	17.50

17.63

18.25

18.00

17.86

17.75

18.22

17.90

17.96

18.15


Dot Diagram

-Display a small body of data (up to about 20 observations).

-Enable the experimenter to see quickly the general location or central tendency of the observations and their spread.
                                    = Brand A                     = Brand B

      
    16                           17                           18                           19           
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Histogram
-Preferable if the data are numerous.
-Show the central tendency, spread and general shape of the distribution of the data.
           frequency

                    [image: image171.jpg]



                            30        60       90       120              strength (psi)    

Box Plot
-Rectangular box aligned either horizontally or vertically.

-Display the minimum, the maximum, the lower and upper quartiles (the 25th percentile and the 75th percentile, respectively), and the median (the 50th percentile).
 








 

                        Brand A                                  Brand B
Probability plot

-Determine whether sample data conform to a hypothesized distribution based on a subjective visual examination of the data.
-Use  special graph paper to plot observations xj (in ascending order) against their observed cumulative frequency (j-0.5)/n .
-If the hypothesized distribution adequately describes the data, the plotted points will fall approximately along a straight line. 

      cumulative frequency


 

                                    •   •
                   • •

                                               Xj
Test of Hypotheses
-A statistical hypothesis is a statement about the parameters of one or more populations (
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  H1 :  
[image: image175.wmf]m

  
[image: image176.wmf]¹

  50   psi 
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  H1 = Alternative hypothesis (
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- The probability of rejecting the null hypothesis is called the level of significance (
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: critical region). 

- The probability of accepting the null hypothesis is 1-
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.

-One-sided test                         
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-Two sided test
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-Type I error : Rejecting the null hypothesis H0 when it is true.

P(Type I error) = 
[image: image191.wmf]a


-Type II error : Accepting the null hypothesis H0 when it is false.


P(Type II error) = 
[image: image192.wmf]b



1 –
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 = power of the test

-P-value is the smallest level of significance that would lead to rejection of the null hypothesis H0 .

Procedure for Hypothesis Testing
1. Identify the parameter of interest.

2. State the null hypothesis H0 and the alternative hypothesis H1 .
3. Choose the level of significance 
[image: image194.wmf]a

.

4. State the appropriate test statistic.

5. State the critical region.
6. Compute the test statistic using the sample data.

7. Make a conclusion about the parameter tested. 
Tests of hypotheses on the mean 
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 with known variance 
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-The population is normally distributed.

-Use z for hypothesis testing 
                                    z  =  
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Ex1
Aircrew escape systems are powered by a solid propellant. The burning rate of this propellant is an important product characteristic. Specifications require that the mean burning must be 50 cm/s. We know that the standard deviation of burning rate is 2 cm/s. The experimenter decides to specify a type I error probability or significance level of 0.05. He selects a random sample of 25 and obtains a sample average burning rate of 51.3 cm/s. What conclusion should be drawn?

Operating Characteristic Curve (OC Curve)
 -OC curve is a graph of 
[image: image198.wmf]b

 versus d for a particular sample size n and a level of significance 
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   =   true value of population mean
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  =   mean value in the null hypothesis H0
-Use OC curves to determine a sample size n or 
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-For two-sided tests, a sample size n can be found from
                                   n   =    
[image: image204.wmf]2

0

2

2

2

)

(

|)

z

|

|

z

(|

m

m

s

b

a

-

+

                 

-For one-sided tests, a sample size n can be computed from
                                    n   =    
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Ex2
From Ex1, the analyst would like to design the test so that if the true mean burning rate differs from 50 cm/s by as much as 1 cm/s, the test will detect this with a high probability of 0.90. What sample size should he take?
Tests of hypotheses on the mean 
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 with unknown variance
-The population is normally distributed.

-For n < 30, use t for hypothesis testing.
                        t  =  
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Tests of hypotheses on two means  
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with known variances
-Both populations are normally distributed.

- Use z for hypothesis testing.
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Tests of hypotheses on two means  
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with unknown variances

-Both populations are normally distributed.

-For n < 30, use t for hypothesis testing.

-For equal population variances 
[image: image211.wmf]2

1

s

 = 
[image: image212.wmf]2

2

s

,  the test statistic t can be computed from  
                         t  =   
[image: image213.wmf]2

1

p

2

1

2

1

n

1

n

1

s

)

(

)

(

+

-

-

-

m

m

x

x

   ,  df  =  n1+ n2 – 2
                              
[image: image214.wmf]2

p

s

  =   
[image: image215.wmf]2

n

n

s

 

)

1

n

(

s

 

)

1

n

(

2

1

2

2

2

2

1

1

-

+

-

+

-


  -For unequal population variances 
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The Pair t-Test (
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-The observations on the two populations of interest are collected in pairs.

-Each pair of observations are taken under homogeneous conditions.

-It should be used if the experimental units are relatively heterogeneous (large 
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) and there is large positive correlation within pairs.
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Tests of hypotheses on the variance
-The population is normal.
-Use 
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 as the test statistic.
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Tests of hypotheses on two variances
-Both populations are normal and independent.
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Ex3
Ten individuals have participated in a diet-modification program designed to stimulate weight loss. Their weight both before and after participation in the program is shown below. Is there evidence to support the claim that this particular diet-modification program will reduce mean weight by at least 10 pounds ? Use 
[image: image237.wmf]a

= 0.05.
	Subject
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	Before
	195
	213
	247
	201
	187
	210
	215
	246
	294
	310

	After
	187
	195
	221
	190
	175
	197
	199
	221
	278
	285


Ex4
An injection molded plastic part is used in a graphics printer. Before agreeing to a long-term contract, the printer manufacturer wants to be sure that the supplier can produce parts with a standard deviation of length of at most 0.025 mm. A random sample of 20 parts is obtained, and the sample standard deviation of length is 0.022 mm. What conclusion should be reached, using 
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 = 0.01 ? Assume the part length is normally distributed.
Ex5

Two types of plastic are suitable for use by an electronic calculator manufacturer. The breaking strength of this plastic is important. It is known that the variances of the breaking strength of these two types of plastic are equal with 1 psi. From random samples of n1= 10 and n2= 12 we obtain 
[image: image239.wmf]1

x

= 162.5 and 
[image: image240.wmf]2

x

= 155.0 . The company will not adopt plastic 1 unless its breaking strength exceeds that of plastic 2 by at least 10 psi. Based on the sample information, should they use plastic 1 ? Construct a 99% confidence interval on the true mean different in breaking strength and also perform hypothesis testing on two means using 
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 = 0.01 .  
6. A company manufactures impellers for use in jet-turbine engines. One of the operations involves grinding a particular surface finish on a titanium alloy component. Two different grinding processes can be used and both processes can produce parts at identical mean surface roughness. The manufacturing engineer would like to select the process having the least variability in surface roughness. A random sample of n1 = 13 parts from the first process results in a sample standard deviation s1 = 5.1 microinches and a random sample of n2 = 16 parts from the second process results in a sample standard deviation s2 = 4.7 microinches. At the level of significance of 0.05, which process should be selected? 

     � EMBED Equation.3  ��� � EMBED Equation.3  ���  � EMBED Equation.3  ���      � EMBED Equation.3  ���    � EMBED Equation.3  ���   � EMBED Equation.3  ���  � EMBED Equation.3  ���





1-� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





1-� EMBED Equation.3  ���





minimum





median





lower quartile





upper quartile





maximum





Oil consumption rate (km/liter)





17.50





17.75





17.93





18.15





16.72





17.04





18.25





16.35





16.52





� EMBED Equation.3  ���





� EMBED Equation.3  ���





17.12





19





18





17





16





30





50





70





� EMBED Equation.3  ���





-For � EMBED Equation.3  ��� = 0.05  and df = 2, 3  , then � EMBED Equation.3  ���=  9.55





Estimation





 Sample


� EMBED Equation.3  ��� (statistic)	


 (





Population


� EMBED Equation.3  ��� (parameters)





Sampling











              Process








y








x1       x2               xn








 z1      z2               zm





� EMBED Equation.3  ���





� EMBED Equation.3  ���





1-� EMBED Equation.3  ���





H0 :  � EMBED Equation.3  ���  = 50   psi   


H1 :  � EMBED Equation.3  ���  � EMBED Equation.3  ��� 50   psi   


 





•








•








•








•








•








•











_1035013122.unknown

_1035019296.unknown

_1035289540.unknown

_1035616230.unknown

_1042365891.unknown

_1044175454.unknown

_1044269682.unknown

_1044352293.unknown

_1273496725.unknown

_1044859500.unknown

_1273495613.unknown

_1044869875.unknown

_1044797920.unknown

_1044272000.unknown

_1044351060.unknown

_1044351978.unknown

_1044351036.unknown

_1044269766.unknown

_1044263267.unknown

_1044263303.unknown

_1044262798.unknown

_1043826800.unknown

_1044084354.unknown

_1044105328.unknown

_1043830059.unknown

_1043830463.unknown

_1043829660.unknown

_1043580196.unknown

_1042892573.unknown

_1042892606.unknown

_1042893440.unknown

_1042893677.unknown

_1042892766.unknown

_1042365919.unknown

_1036304883.unknown

_1036304915.unknown

_1036564351.unknown

_1036304423.unknown

_1035901270.unknown

_1036244134.unknown

_1036246971.unknown

_1036247055.unknown

_1036245644.unknown

_1036241122.unknown

_1035616332.unknown

_1035294599.unknown

_1035381927.unknown

_1035382107.unknown

_1035297044.unknown

_1035354117.unknown

_1035296101.unknown

_1035294117.unknown

_1035294162.unknown

_1035294067.unknown

_1035271529.unknown

_1035276635.unknown

_1035286584.unknown

_1035286984.unknown

_1035287079.unknown

_1035286291.unknown

_1035272173.unknown

_1035276491.unknown

_1035271583.unknown

_1035124284.unknown

_1035124299.unknown

_1035202063.unknown

_1035019864.unknown

_1035033379.unknown

_1035122879.unknown

_1035020068.unknown

_1035033342.unknown

_1035019740.unknown

_1035013220.unknown

_1035013251.unknown

_1035019200.unknown

_1035019293.unknown

_1035019294.unknown

_1035019216.unknown

_1035013301.unknown

_1035019192.unknown

_1035013278.unknown

_1035013279.unknown

_1035013277.unknown

_1035013235.unknown

_1035013243.unknown

_983595451.unknown

_983595621.unknown

_984311992.unknown

_984555324.unknown

_984565890.unknown

_984565928.unknown

_1035013048.unknown

_1035012776.unknown

_984565907.unknown

_984565784.unknown

_984555342.unknown

_984565265.unknown

_984555231.unknown

_984555310.unknown

_984312025.unknown

_984552187.unknown

_984312009.unknown

_984308578.unknown

_984311836.unknown

_984311923.unknown

_984311975.unknown

_984308645.unknown

_984291241.unknown

_984308263.unknown

_984291142.unknown

_983595473.unknown

_983096071.unknown

_983369737.unknown

_983428187.unknown

_983349780.unknown

_983349783.unknown

_983369653.unknown

_983349782.unknown

_983103030.unknown

_983349561.unknown

_983349736.unknown

_983103078.unknown

_983104362.unknown

_983096084.unknown

_983087305.unknown

_983096062.unknown

_845537426.unknown

_845537545.unknown

_983087201.unknown

_845537507.unknown

_845451370.unknown

_845537229.unknown

