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Abstract

This project presents the design and workflow of a speech-to-singing system: It
can be achieved in two ways: with and without using the lyrics. The system extracts 3
acoustic components namely the spectrogram envelope (sp), aperiodicity (ap), and
fundamental frequency (f0) of each frame for both the singing voice template and the
user’s speaking voice. Then the timing of the user’s speaking voice-is aligned with that
of the singing voice template together with the acoustic features. The acoustic
components of the singing voice template are then combined with the acoustic
components of the speaking voice of the user in order to generate a singing voice that
has a melody of the song while retaining the voice identity of the user. Our
experimental results showed that the resulting voice had characteristics of singing voice
but with noticeable artifact in some cases. Problems were investigated and potential

solution were suggested for future improvement.



