Bearing condition diagnosis and prognosis using applied nonlinear dynamical analysis of machine vibration signal
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Abstract

In this paper, we introduce a modified form of the correlation integral developed by Grassberger and Procaccia referred to as the partial correlation integral, which can be computed in real time. The partial correlation integral algorithm is then used to analyze machine vibration data obtained throughout a life test of a rolling element bearing. From the experimental results, the dimensional exponent (an approximation of the correlation dimension) as computed from the partial correlation integral algorithm tends to increase as time progresses and the useful remaining life of the bearing is decreasing. The dimensional exponents of a healthy bearing and a bearing close to failure are statistically different. We also propose a computational scheme for bearing condition monitoring (diagnosis and prognosis) using the dimensional exponent integrated with a surrogate data testing technique. As a result, we can characterize the condition of the bearing from the results of the surrogate data test and furthermore, we provide some preliminary evidence that the dimensional exponent can be used to predict the failure of rolling element bearings in rotating machinery from real-time vibration data.

\textcopyright 2008 Elsevier Ltd. All rights reserved.

1. Introduction

Motor systems converting almost 60 percent of the electricity produced in the US into other forms of energy to provide power to other equipment are very important in today’s modern society [1]. Bearings are one of the most important and frequently encountered elements in motor systems and play an important role in the proper operation of these systems. Even though a bearing is a very inexpensive element, its failure can interrupt the production in a plant causing unscheduled downtime and production losses. A bearing failure has the potential to also damage machinery causing soaring machinery repair and/or replacement costs. As a result, condition monitoring of bearings has been the subject of extensive research for the last 25 years. Condition monitoring can help prevent catastrophic failures in critical rotating machinery such as large
motors and pumps in power generation plants, by determining optimal maintenance schedules for the plant and thus avoiding unscheduled downtime and machine failure costs.

A variety of analysis methods exist for condition monitoring of bearings including: vibration analysis, oil analysis, infrared thermography and motor current signature analysis. Of all these methods vibration analysis, see for example Ref. [2] and the references therein, is the most commonly used method and the one that provides the most information from the data acquired. Investigating the statistical parameters derived from the time domain signals is the simplest vibration analysis technique. It has been shown that vibration signals from good and defective bearings manifest statistically different behaviors in the time domain, such as different peak, root-mean square (rms), crest factor, kurtosis, skewness values [3,4] and cyclic spectral analysis [5]. Rolling element bearings have time-varying stiffness characteristics [6] and periodic impulses are generated as the rollers pass over bearing defects with a frequency that is characteristic of the defective element. High frequency resonance analysis (also known as envelope analysis) [7], bicoherence analysis [8] and other frequency domain methods have been used for the identification of these major frequency components in the vibration spectrum for detecting localized defects. Advanced techniques such as time-frequency analysis and the wavelet transform [9–11], neural networks [12,13] and recently hidden Markov models [14,15] have also been employed in machinery vibration analysis. Nevertheless, especially as a machine fails, the vibration characteristics of the machine are changing and nonlinear dynamical analysis techniques may be the most suitable methods for various aspects of machinery analysis including fault detection and diagnosis.

In fact, machine processes often contain complex, nonstationary, noisy and nonlinear characteristics [16]. Such characteristics may range from quasi-periodic to completely irregular behaviors [16]. Therefore, nonlinear dynamical analysis techniques such as the correlation dimension, Lyapunov exponents and Kolmogorov entropy can be used to investigate the nonlinear dynamic behavior and complex generated by these machines over their operating life time. The correlation integral and dimension developed by Grassberger and Procaccia [17] are two of the most popular nonlinear techniques in the field of nonlinear time series analysis [18]. The correlation dimension is derived from computation of the correlation integral and specifies the active degrees of freedom or the complexity of the system operating in a nonlinear regime on the attractor.

In this paper, we present a modified computational algorithm for the correlation integral developed by Grassberger and Procaccia, called the partial correlation integral [19]. The partial correlation integral algorithm aims to improve two major drawbacks of the Grassberger–Procaccia algorithm: the extensive computational requirements and the sensitivity of the results to nonstationary characteristics of the time series data. The partial correlation integral algorithm can be used to calculate the dimensional exponent, which is an estimate of the correlation dimension [19].

The partial correlation integral is applied to bearing vibration data to examine the nonlinear dynamics of a bearing system throughout the life of a bearing. The experimental and computational results exhibit that there is a change of the dimensional exponent of the bearing vibration data as the life of the bearing is consumed. The dimensional exponent tends to increase as time progresses and the bearing heads toward failure. This implies that the bearing vibration time series is becoming more complex (possibly stochastic) as the remaining life of the bearing decreases. The dimensional exponent specifies the margin between a healthy and failing bearing and as such, the dimensional exponent can be used to monitor the health and condition of the bearing from the vibration data.

2. Nonlinear dynamical analysis

2.1. Attractors of a dynamical system

Grassberger and Procaccia [17] introduced the correlation integral and the concept of correlation dimension $D_2$ to quantify the active degrees of freedom or the complexity of a dynamical system on an attractor. Let $s[n]$ be a real-valued observation sequence of a dynamical system where $n = 0, 1, \ldots, N – 1$. This observable time series cannot generally provide complete state information for the dynamical system, however a more complete description can be obtained by unfolding the attractor into a higher dimensional (embedding) space $\mathcal{R}^m$ using the time-delay embedding scheme (Takens’ reconstruction [20]) as developed in Ref. [21].
The $m$-dimensional embedding vector $\mathbf{s} \in \mathcal{R}^m$ generated from the time series $s$ is given by

$$s_i = (s[n], s[n + \tau], \ldots, s[n + (m-1)\tau])^T,$$

(1)

where $n = 0, 1, \ldots, N_e = N - (m-1)\tau$. Here $m$ and $\tau$ are the embedding dimension and the time delay, respectively, and $^T$ denotes vector transpose. The time-delay embedding method unfolds the attractor into the $m$-dimensional embedding space and provides a more comprehensive representation of the dynamics of the system.

### 2.2. Correlation integral and dimension

The correlation integral $C(r)$ [17] of the time series $s$ is defined by

$$C(r) = \lim_{N_c \to \infty} \frac{1}{N_c} H_c(r),$$

(2)

where $N_c$ denotes the total number of pairs of points $((|\mathbf{s}_i, \mathbf{s}_j|), i, j \in (0, 1, \ldots, N_e - 1)$ on the reconstructed attractor. The distribution of distances $H_c(r)$ specifies the total number of the pairs of embedding vectors $(\mathbf{s}_i, \mathbf{s}_j)$ such that the distance between the embedding vectors $\mathbf{s}_i$ and $\mathbf{s}_j$ is less than the specified distance $r$, i.e.,

$$H_c(r) = 2 \sum_{i=0}^{N_e-1} \sum_{j=i+1}^{N_e-1} \Theta(r - ||\mathbf{s}_i - \mathbf{s}_j||),$$

(3)

where the Heaviside function $\Theta(n) = 1$ if $n \geq 0$; 0 otherwise. Practically, the correlation integral $C(r)$ measures the probability that points on the attractor have pairwise distances less than or equal to the corresponding distance $r$.

A revised algorithm [22,23] corrects for autocorrelation effects by modifying the distribution of distances $H_c(r)$ according to:

$$H_c(r) = 2 \sum_{i=0}^{N_e-1} \sum_{j=i+w}^{N_e-1} \Theta(r - ||\mathbf{s}_i - \mathbf{s}_j||),$$

(4)

where $N_c = (N_e - w + 1)(N_e - w)/2$ and the revised correlation integral calculation given in Eq. (4) is the same as the Grassberger–Procaccia algorithm if $w = 1$.

The correlation integral $C(r)$ behaves as a power of $r$ for small $r$ [17], i.e.,

$$C(r) \propto r^v,$$

(5)

The exponent $v$ for small $r$ defines the correlation dimension $D_2$ and can be calculated by

$$v = \lim_{r \to 0} \frac{\log(C(r))}{\log(r)}.$$  

(6)

The computational complexity of a direct implementation of the Grassberger–Procaccia algorithm is $O(N_e^2)$ if the length $N_c$ is large and dependence on the distance vector is neglected.

### 2.3. Surrogate data testing

The method of surrogate data [24] is one of the most popular tests that have been developed to examine the evidence of nonlinearity in a time series. The use of surrogate data is important when nonlinear time series analysis techniques, such as the correlation integral, are being used to analyze data. Nonlinear time series analysis techniques can often misinterpret linear correlations for nonlinear behavior [25] and the purpose of the surrogate data analysis is to validate certain aspects of the computational analysis of the time series data. In particular when nonlinear time series analysis methods such as correlation dimension are being used, the objective is to investigate if the computational method is truly picking up nonlinear features in the data, or if standard more conventional linear time series analysis methods could accomplish the same results.
In our application, the surrogate data are artificial data that are computationally generated from the original bearing vibration data. The surrogate data sets are generated using the method of iteratively refined surrogates, which is one of the computational approaches for generating a constrained surrogate data realization. Using this approach, the surrogate data resemble a linear Gaussian random process and have the same power spectrum and amplitude distribution as the original bearing vibration data. The comparison of the dimensional exponents from the original bearing vibration data and the corresponding surrogate data will provide evidence for the existence of nonlinearity in the original bearing vibration data. This existence of nonlinearity is investigated by setting up a hypothesis testing problem, with the null hypothesis being that the dimensional exponents from the original and surrogate data are drawn from the same distribution [26]. If the null hypothesis of the surrogate data testing can be rejected, this means that the nonlinear time series measures of the original time series and its corresponding surrogate time series are statistically different with a desired level of significance. This implies that the original time series are not generated from a linear Gaussian random process and that the nonlinear time series measures computed from the original time series can quantify nonlinear characteristics in the data that are statistically different from linear stochastic characteristics.

There are a number of methods of surrogate data generation that use either traditional bootstrap methods or a constrained realizations approach. One of the surrogate data generation methods using constrained realizations is referred to as the iteratively refined surrogate data method [27]. The surrogate data are generated by randomizing the time points of the data with iterative corrections to minimize deviations in the power spectrum and amplitude distribution of the surrogate data as compared to the original time series [25]. As a result, surrogate data generated by the method of iteratively refined surrogates have approximately the same power spectrum and amplitude distribution as the original time series. The method of iteratively refined surrogates provides a substantial improvement and more accuracy over other Fourier-based (frequency domain) surrogate generation methods that use other constrained realizations approaches [27].

3. The partial correlation integral

Because the attractor of a stable dynamical system is confined to a bounded subset of the phase space, a portion of the attractor referred to as a partial-attractor can also provide a reasonable description of the dynamical system. The Grassberger–Procaccia algorithm basically measures all possible pairwise distances of the points on the attractor while the partial correlation integral algorithm measures only pairwise distances of the points on the partial-attractor. The partial correlation integral is defined by [19]

\[ C_\rho(r) = \frac{1}{N_\rho} H_\rho(r), \]  

where \( N_\rho \) denotes the total number of pairwise distances to be used in the calculation. The distribution of distances \( H_\rho(r) \) is given by

\[ H_\rho(r) = \sum_{i=0}^{N_e} \sum_{j=i+w}^{i-1+(w+\rho)} \Theta(r - \|s_i - s_j\|), \]  

where the integral limit of the partial correlation integral \( \rho \), usually specified as a multiple of the embedding dimension \( m \), is an arbitrary positive integer, \( N_e = N_e - (w + \rho) \) and \( N_\rho = \rho(N_e + 1) \) for computation of the partial correlation integral.

The partial correlation integral \( C_\rho(r) \) provides a good approximation of Grassberger–Procaccia’s correlation integral \( C(r) \) and also behaves as a power law for small \( r \). The exponent \( \nu_\rho \), defined as the dimensional exponent, is also a good approximation to the correlation dimension \( D_2 \). The partial correlation integral algorithm is less computationally complex than the Grassberger–Procaccia algorithm. The computational complexity of the partial correlation integral algorithm is linear in the length \( N_e \), i.e., \( O(N_e) \), if the length \( N_e \) is large and the dependency on the distance vector \( r \) is neglected, and is thus suitable for real-time implementation.
4. Bearing condition monitoring: diagnosis and prognosis

The partial correlation integral algorithm in combination with surrogate data testing provide a computational framework for bearing condition monitoring. The proposed technique does not require any information about the type of bearing, operating conditions such as speed and load, fault type, etc., and hence has the potential of a bearing diagnosis and prognosis method that could be applied in practice. A diagram of the proposed bearing condition diagnosis and prognosis scheme is illustrated in Fig. 1.

The proposed bearing condition diagnosis and prognosis scheme is composed of two main elements: surrogate data testing and bearing condition identification. In the surrogate data testing, the partial correlation integrals are computed for a set of bearing vibration time series data and the corresponding surrogate time series. The dimensional exponents are then estimated and a statistical significance test is used to compare the dimensional exponents of actual bearing vibration data and the surrogate data group. The results of the statistical significance test over a period of time are used for bearing condition identification.

5. Results

The partial correlation integral algorithm is used to analyze bearing vibration data collected throughout the life of a bearing in a laboratory test setup without any maintenance intervention.

5.1. Experimental settings

The bearing test system incorporates two test bearings as shown in Fig. 2. The bearings can run at speeds up to 10 000 rev/min and temperatures up to 1000 F. In this study, two new 6204 2RS1 SKF bearings were mounted on the main drive shaft of the test system. An axial load of 154.22 kg was applied to the bearings while the operating temperature was set to 260 F. The estimated $L_{10}$ life of the bearing is 313 million revolutions which at the operational speed of the system corresponds to about 21.71 days. Two PCP 353C65
sensors were mounted to capture bearing vibration data from the test bearing as shown in Fig. 3. The first sensor was stud mounted to the bearing retainer hub and the second sensor was magnetically mounted also on the bearing retainer hub symmetric (with respect to the vertical axis) of the first sensor. Only the bearing vibration data from the stud mounted sensor are used for the analysis given in this paper.

The experimental vibration data were recorded using a National Instruments data acquisition card with 16 bit A/D conversion and a sampling rate of 24 kHz. Every 2 h, 8 s of bearing vibration data were acquired from the beginning of the experiment until the bearing failed. During the experiment, the rotational speed of the drive motor was approximately 3590 rev/min while the bearing inner-race speed was approximately 10 012 rev/min. Examples of a section of the bearing vibration data during the second hour and the final hour of the experiment are illustrated in Figs. 4 and 5, respectively.
5.2. Calculation of the partial correlation integral and dimensional exponents

The partial correlation integral algorithm is applied to epochs of bearing vibration data containing 2400 samples. The time-delay embedding parameters used in the experiment are as follows: the embedding dimension \( m = 18 \) and the time delay \( \tau = 1 \). The embedding parameters, \( m \) and \( \tau \), are chosen by using the false nearest neighbor method \([28]\) and the autocorrelation technique \([29]\), respectively. The average number of false neighbors of the bearing vibration data significantly drops to nearly zero around the embedding dimension \( m = 18 \), while the autocorrelation function of the bearing vibration data drops to \( 1/e \) of its initial value around \( \tau = 1 \). The integral limit \( \rho \) was set to 600 samples (25 ms). Before the partial correlation integral is computed, each epoch of the vibration data is normalized to have magnitude equal to 1, i.e.,

\[
s_n = \frac{s}{\text{max}(s) - \text{min}(s)},
\]

where \( s \) and \( s_n \) denote the original epoch of vibration data and the normalized epoch of vibration data, respectively.

Let \( \mathbf{r} = [r[n]] \), \( n = 0, 1, \ldots, N_r \), denote a vector of distances used in the calculation of the partial correlation integral and defined by

\[
\mathbf{r} = [r[n] = r_{0,i}^{\gamma N_r}_{i=0},
\]

where \( \gamma = r_1/r_0 \) and the real numbers \( r_0 \) and \( r_1 \) are the smallest distance and the largest distance in the distance vector \( \mathbf{r} \), respectively. In the experiment, the distance \( r_0 = 0.24 \) and the distance \( r_1 = 1.02 \), which cover the essential region of the partial correlation integral including the scaling region and the peak of the distribution of distances. The length of the distance vector \( \mathbf{r} \) is \( N_r = 800 \). For each value of the distance vector \( r[n] \), the partial correlation integral \( C_{\rho}[n] \) is calculated corresponding to the distance \( r[n] \), as follows:

\[
C_{\rho}[n] = C_{\rho}(r[n]).
\]

The estimated dimensional exponent is determined from computation of the local slopes of the partial correlation integral. The local slopes are calculated using a linear least-squares regression estimator. The local partial correlation integrals \( \tilde{C}_{\rho,i}[n] \) are defined by

\[
\tilde{C}_{\rho,i}[n] = C_{\rho}[i + n - 1],
\]

where \( n = 0, 1, \ldots, \tilde{N}_i \) and \( i = i_l, i_l + 1, \ldots, i_u \). The lower and upper estimation limits are given by

\[
i_l = c_0 + \kappa_l(c_1 - c_0),
\]

\[
i_u = c_1 - \kappa_u(c_1 - c_0),
\]

where \( c_0 = \arg_k \min C_{\rho}[k] > 0 \), \( c_1 = \arg_k C_{\rho}[k] = \max C_{\rho} \), and the coefficients \( \kappa_l \in [0, 1] \) and \( \kappa_u \in [0, 1] \). In the experiment, \( \kappa_l = 0.24 \) and \( \kappa_u = 0.18 \) to focus on the real scaling region. The local distance vectors \( \tilde{r}[n] \) are further defined by

\[
\tilde{r}[n] = r[i + n - 1],
\]

where \( n = 0, 1, \ldots, \tilde{N}_i \). Adopted from the optimal length of the chord estimator given in Ref. \([30]\), the length of the \( i \)th local correlation integral is given by

\[
\tilde{N}_i = \arg \min_k \frac{C_{\rho}[i + k - 1]}{C_{\rho}[i]} \geq \delta.
\]

The linear regression model of the \( i \)th local partial correlation integral \( \tilde{C}_{\rho,i}[\tilde{r}_i] \) is then given by

\[
\log(\tilde{C}_{\rho,i}) = \nu_{\rho,i}^{LS} \log(\tilde{r}_i) + \beta_i + \epsilon_i,
\]

where the estimate of the slope of the \( i \)th local partial correlation integral, \( \nu_{\rho,i}^{LS} \), provides a local estimate of the dimensional exponent. As a result, the local estimate of the dimensional exponent \( \nu_{\rho,i}^{LS} \) can be computed
using a linear least-squares regression estimator and the best estimate of the local slope has the minimum rms error, i.e.,

\[ \hat{v}_p = \left\{ \hat{v}^{\text{LS}}_{p,i} : i = \arg\min_i \sqrt{\hat{e}_i^2} \right\}. \]  

(18)

5.3. Dimensional exponents of the bearing vibration data

The average distribution of distances \( H_p(r) \) of the bearing vibration data during the second hour and during the final hour of the experiment are compared in Fig. 6. Obviously, the distribution of distances \( H_p(r) \) for these two bearing vibration signals are different. The central distance where the distribution of distances \( H_p(r) \) is maximal for the bearing vibration data during the second hour is lower than that for the final hour before the bearing failed. In addition, the partial correlation integrals \( C_p(r) \) of the bearing vibration data during the second hour and during the final hour of the experiment are compared in Fig. 7.

The range of the dimensional exponents of the bearing vibration data throughout the life of the bearing is illustrated in the boxplot shown in Fig. 8. The median and the standard deviations of the dimensional exponents of the bearing vibration data during the entire experiment are shown in Figs. 9 and 10, respectively. Furthermore, Fig. 11 illustrates a third-order polynomial curve fit to the mean of the dimensional exponents of

Fig. 6. The average distributions of distances \( H_p(r) \) of the bearing vibration data during the second hour of the experiment (in solid line) and during the final hour of the experiment before the bearing failure (in dashed line).

Fig. 7. Comparison between the correlation integral \( C_p(r) \) of the bearing vibration data corresponding to the healthy bearing (in solid line) and that approaching the bearing failure (in dashed line).
the bearing vibration data. The polynomial fit is given by \( f(x) = 8.017 \times 10^{-6}x^3 + 1.929 \times 10^{-4}x^2 + 1.343 \times 10^{-2}x + 11.084 \) and the curve fit is shown as a dark line compared to the mean of the dimensional exponents of the bearing vibration data shown in a gray line.

The dimensional exponent of the bearing vibration data slightly decreases during the first quarter of the experiment which corresponds to the natural run-in period of the bearing. The dimensional exponent of the bearing vibration data during the second quarter of the experiment is nearly constant corresponding to normal operation of the bearing. Afterward, the dimensional exponent of the bearing vibration data begins to increase.
during the second half of the experiment until the failure of the bearing. Note that the estimated $L_{10}$ life of the bearing is around 21.71 days and is located in a neighborhood of the valley of the dimensional exponent curve shown in Fig. 11.

Based on the statistical characteristics of the dimensional exponents during the normal operation of the bearing (the average and standard deviation), a threshold for the dimensional exponents can be set at 11.60, which is equal to the average of the dimensional exponents during the initial normal operating and run-in period of the bearing plus one standard deviation. This makes the setting of the threshold bearing specific, but does not require that bearing fault information is available to make a decision related to bearing health. In the current study, the threshold of 11.60 provides failure prognostic information that indicates impending bearing failure approximately 5 days before the bearing catastrophically failed. The dimensional exponent reached 11.60 at the 46th day of the experiment and the bearing failed at day 51.

5.4. Bearing condition monitoring

There have been a variety of schemes that have been proposed for bearing diagnostics and prognostics. The methods can be roughly categorized as data driven or model-based depending on the underlying assumptions and the techniques and methods used. Data driven techniques generally require two steps: feature identification and extraction and decision-making. Time-domain and frequency-domain techniques for feature extraction include: peak vibration, rms vibration, crest factor, kurtosis, skewness, Short Time Fourier Transform (STFT), Wavelets, Cepstrum, Bi-Spectrum, etc. In order to make a decision regarding fault detection, diagnosis or prognosis, it is necessary to have a priori knowledge of the bearing type, operating conditions such as running speed and loading, fault types and the severity of each fault type. The requirement for such information has generally limited the application of most techniques to a laboratory, or experimental setting. Model-based approaches use models for rolling element bearing behavior where fault type and severity information are also used along with information about the relationship between the source of the vibration (the fault) and the observed vibration time series (the transmission path). Mechanistic models for damage propagation have been combined with rolling element bearing models to provide an approach to bearing prognostics. A recent paper by Kurfess et al. [31] provides an overview of the current state-of-the-art in monitoring rolling element bearings and also discusses issues related to sensors, signal processing and diagnostic and prognostic approaches.

The approach proposed in this paper falls into the general category of data driven methods. However, unlike most data driven methods the proposed detection, diagnosis and prognosis approach is based on the characteristics of a normal bearing and therefore does not require a priori information about the fault type, fault severity or operating conditions. The essence of this technique, similar in spirit to our earlier work on this same data set using hidden Markov modeling (HMM) [14,15], is that characteristics of the normal bearing can be extracted in real time from the vibration data and prognostics is then based on deviations from this normal
trend. The basic assumption in the HMM and dimensional exponent approaches is that monitoring is initiated on a normal bearing. Using vibration data in this way allows the bearing to be used as its own “statistical control”, thereby reducing the amount of information that is needed for real-world applications.

We should keep in mind that the dimensional exponent is quantifying the active degrees of freedom of the dynamic system generating the measured bearing vibration signal and from the preliminary experimental results obtained in this study, the characteristics of the dimensional exponents of the bearing vibration data can be divided into three temporal regions. In the first quarter of the experiment, the dimensional exponent slightly decreases which most probably corresponds to the natural run-in period of the bearing. In the second quarter of the experiment, the dimensional exponent is nearly constant corresponding to normal operation of the bearing. In the second half of the experiment, the dimensional exponent begins to increase until the failure of the bearing. Although the dimensional exponent can be used to characterize the condition and health status of the bearing, the interpretation of the dimensional exponent as a diagnostic or prognostic index may depend on the specific bearing, fault type, etc. To make the approach more generally applicable, we use a surrogate data testing technique to help with diagnosing the condition of a bearing with the potential of developing a bearing diagnosis and prognosis method that is independent of the specific bearing, fault type, etc. A diagram of the proposed bearing condition diagnosis and prognosis scheme is illustrated in Fig. 1.

The proposed bearing health monitoring scheme is composed of two main stages: surrogate data testing and bearing condition identification. In the surrogate data testing stage, surrogate data are generated from the original vibration time series using the iteratively refined surrogates method. The partial correlation integrals are then computed for the actual bearing vibration data and the surrogate time series data. Next, the dimensional exponents are estimated from the partial correlation integrals. A statistical significance test between the dimensional exponents of the actual bearing vibration data segment and the surrogate data segment is used to examine the existence of nonlinearity in the vibration time series data. Subsequently, the results of these statistical significance tests over a period of time are used for bearing condition identification.

Fig. 12 shows the dimensional exponents of the surrogate data of the associated bearing vibration data. The mean of the dimensional exponents of the surrogate data is shown in Fig. 13 as a gray line. A third-order polynomial fit to the mean of the dimensional exponents of the surrogate data is 

\[ f(x) = 1.591 \times 10^{-5}x^3 - 6.615 \times 10^{-4}x^2 + 8.394 \times 10^{-3}x + 11.339 \]

and is shown as a black line in Fig. 13.

The dimensional exponents of the surrogate data of the associated bearing vibration data can, on the other hand, be classified according to their characteristics into two regions. The dimensional exponent of the surrogate data is nearly constant for most of the experiment, and then tends to increase when the bearing is close to failure much the same as the dimensional exponents of the original bearing vibration data.

The results of two-tail, paired t-tests between the dimensional exponents of the actual bearing vibration data and the dimensional exponents of the associated surrogate data using a significance level of 0.01 are illustrated in Fig. 14. Here 0 denotes that the null hypothesis cannot be rejected and 1 denotes that the null hypothesis can be rejected. There are a number of 0s at the beginning of the experiment which is during the bearing run-in period. The density of the number of 1s where the null hypothesis can be rejected increases around the middle
of the experiment, indicating that the dimensional exponent is quantifying a nonlinear feature in the vibration time series data. This period is associated with the normal operation of the bearing and the results suggest that the bearing vibration is dominated by nonlinear characteristics during this period. Before the bearing fails, the surrogate data null hypotheses cannot be rejected.

Fig. 13. Third-order polynomial curve fitting of the mean of the dimensional exponent of surrogate data of the bearing vibration data: 
\[ f(x) = 1.591 \times 10^{-5}x^3 - 6.615 \times 10^{-4}x^2 + 8.394 \times 10^{-3}x + 11.339 \]
shown in a dark line compared to the mean of the dimensional exponents of surrogate data of the bearing vibration data from the beginning to the end of the life testing of the bearing shown in a gray line.

Fig. 14. The results of the surrogate data testing where 0 denotes that the null hypothesis cannot be rejected and 1 denotes that the null hypothesis can be rejected.

Fig. 15. The number of the null hypotheses of the surrogate data testing that can be rejected during a 1-day period.

of the experiment, indicating that the dimensional exponent is quantifying a nonlinear feature in the vibration time series data. This period is associated with the normal operation of the bearing and the results suggest that the bearing vibration is dominated by nonlinear characteristics during this period. Before the bearing fails, the surrogate data null hypotheses cannot be rejected. Fig. 15 illustrates the total number of the null hypotheses that can be rejected during a 1-day period. From the trend in the dimensional exponents of the vibration data, as the bearing wears the “complexity” (measured by the dimensional exponent) of the vibration signal is
increasing. Surrogate data testing suggests that the bearing vibration time series during the normal period generally contains nonlinear features while the bearing vibration time series behaves more like a linear stochastic process as the bearing tends to failure. From observations of the results of surrogate data testing, all 12 surrogate data null hypotheses cannot be rejected at day 42 of the test. Accordingly, if we use the epochs from the first 1-day period for which the null hypothesis cannot be rejected as an indication of a pending bearing failure, then in this experiment catastrophic failure of the bearing can be predicted about 9 days in advance of the actual failure. This is consistent with our previous HMM results [15] where failure was predicted 6 days (day 44) in advance of a catastrophic failure of the bearing.

6. Conclusion

Bearing vibration data corresponding to the operation of a test bearing in an accelerated life experiment was analyzed using the partial correlation integral and the computation of the dimensional exponent. This is the same data that was used in Ref. [15] and the result reported in this paper compares favorably with these previously published results. The paper also provides further insight into the dynamics of a bearing as it approaches failure. We have shown that the dimensional exponents of the bearing vibration data slightly decrease at the beginning of the experiment during the bearing run-in period. This is consistent with experimental observations reported in the literature. During the next period of time where the bearing is experiencing progressive wear conditions, the dimensional exponents of the bearing vibration data remain eventually constant. Finally, as the bearing progresses toward catastrophic failure at the end of the experiment, the dimensional exponents begin to increase. Increasing dimensional exponents are indicative of an increase in complexity of the vibration time series as quantified by an estimate of the active degrees of freedom of the dynamic system generating these data. Thus, we conclude that the bearing vibration time series becomes more complex as the bearing is closer to failure. This is not surprising and is consistent with what has been observed in experiments as well as real-world applications. This increase in complexity, alone, may not be sufficient for bearing prognostics. The trend of the dimensional exponents may also depend on certain mechanical characteristics of the bearing, the bearing running speed and load, the acquisition of the bearing vibration data such as the sampling rate and resolution, and the characteristics of the mechanical transmission path between the bearing and vibration sensor. As a result, the dimensional exponents computed from vibration data corresponding to different types of bearings in different operating environments may be different making it difficult to use this information directly in a bearing health condition monitoring scheme. To circumvent this difficulty, we proposed the use of surrogate data testing to essentially use the bearing vibration data as its own statistical control. That is, we only need to analyze how the dimensional exponent is different between the original and surrogate data samples as the bearing wears. We observed that the vibration characteristics during normal operating periods tended to include significant nonlinear features, were less complex and had smoother temporal patterns with a reduced number of principal spectral components, while the vibration characteristics as the bearing approached failure tended to be dominated by more stochastic features with increasing complexity that included more irregular patterns with a greater number of principal spectral components. With these observation as a guide for the development of a scheme for tracking bearing health, the comparative analysis methodology developed in this paper that uses the original and surrogate vibration time series data does not depend on the type of bearing. Further empirical and analytical work validated by additional experimental results will be reported on in a subsequent paper.

The method of surrogate data testing, that is commonly used to identify the evidence of nonlinearity in time series data, is used for bearing condition monitoring and prognosis. With the integration of surrogate data testing in the diagnostic process, we can use the results of surrogate data testing to further help characterize the condition of the bearing. We observed that the bearing vibration time series during normal operation generally contained nonlinear features while the bearing vibration time series when the bearing was close to failure behaved more like a linear stochastic process. In nonlinear signal analysis, there are generally two sources of signals that are of interest: linear stochastic signals and nonlinear deterministic signals. Clearly a rolling element bearing is a complex nonlinear system, and we have observed and quantified in our analysis that the vibration characteristics during the normal operating period of a bearing are dominated by nonlinear deterministic signal features and as the bearing wears toward failure, these nonlinear features become
dominated by stochastic signal features. These results are reasonable because as a bearing fails, more and more defects are introduced into the bearing surfaces and these defects are becoming more fully developed. As the rolling elements pass over these defects, they induce a vibration response of the bearing that is modulated by the dynamics of the mechanical transmission path to the sensor. As the defects develop and propagate in a seemingly random pattern, the central limit theorem suggests that as the number of faults grows the response through a linear dynamic transmission path should approach that of a Gaussian random process. This is consistent with what we observed in our experimental and computational work, where we observed increased signal complexity as the bearing wears, and that the increased signal complexity is dominated by stochastic features. Our current work is directed at developing a more rigorous mathematical model that can further substantiate the experimental and computational work presented in this paper.

From this preliminary study, we have identified an event that can be used to forewarn about impending bearing failure about 9 days prior to the catastrophic failure of the test bearing used in our experiment. The warning event is determined by the epochs where the null hypotheses of the surrogate data tests over a 1-day period cannot be rejected. From a previous study using the same set of bearing vibration data used in this experiment, wavelet packet decomposition and hidden Markov modeling (HMM) was used for prognostics [15]. In this prior work it was found that the HMM probabilities decreased as the bearing damage progressed toward bearing failure, and the HMM probabilities dramatically dropped indicating severe damage and imminent bearing failure at about day 44. This provided prognosis of an impending bearing failure at about the point in time where only about 10 percent of the bearing life remained. The results of this paper, based on a dimensional exponent threshold for 11.60, arrived at a similar prognostic indication.

In summary, we have shown that bearing vibration data are becoming increasing more complex, and include the addition of stochastic features, as the bearing tends toward failure when compared to a normal bearing. The partial correlation integral and the dimensional exponent provide useful diagnostic and prognostic information for monitoring the health and condition of rolling element bearings in rotating machinery through complexity analysis of the bearing vibration data. From the preliminary experimental results given in this paper, if a proper threshold of the dimensional exponent is chosen, the dimensional exponent can be used as a prognostic indicator to provide a suitable advanced warning of an impending bearing failure. The addition of surrogate data testing enhances the diagnostic and prognostic utility of the dimensional exponents, and because the bearing is used as its own statistical control the technique should be independent of the type of bearing and fault, and the operating conditions of the bearing. Nevertheless, additional experimental, modeling and computational work is needed to further validate the methodology and to determine if threshold determination is specific to a particular bearing geometry and test setup, or is a general property of the failure mechanisms for rolling element bearings.
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