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Abstract: Nowadays, Big Data technology plays a vital role as one of the emerging technologies that can be used in various applications. Every second, data generated from billions of devices are sent up into the cloud to be analyzed and used for prediction and decision making in various applications. The Big Data platform can be seen as a foundation of Big Data implementation. This article reports a comparison of three different platforms: Apache Hadoop, Cloudera (Express), and Hortonworks in the respects of installation, cluster management, cost, and stability using HiBench as a testing benchmark. In all three distributions, Spark was highly shown great potential to be chosen as a processing platform for Big Data and Cloudera (Express) was chosen to be the easiest in the respects of installation and cluster management.

Keywords: Apache Hadoop, Big Data, HiBench, Spark

I INTRODUCTION

In the digital era, data and information are generated, collected, and analysed intensely. The amount of data created in a day for each and every device is enormous. These data are produced in high velocity and they can be structured or unstructured coming from various sources. The three Vs defined volume, velocity, and variety referring to characteristics of Big Data. Analysing this data can be useful for any organizations to better target clients. To be able to analyse this kind of data, Big Data platform should be implemented as an infrastructure to serve Big Data requirements. The Big Data platform is used for gathering, preparing, and analysing this kind of data for further analysis, including using machine learning for both prediction and decision making. Choosing the platform is selecting a foundation for the system and define the ecosystem of Big Data analysis, including tools for data analysis such as MapReduce, Hive, Mahout, Impala, or Spark.

In this research, three distributions were set up in similar requirements using Amazon Web Services cloud platforms. Each cluster consisted of 5 nodes, which are one manager, one namenode, and 3 datanodes. The namenode was m3.2xlarge while the other nodes of the cluster were m3.large EC2s. The benchmark test was executed using HiBench [1], a realistic and comprehensive benchmark suite for Hadoop originally developed by IBM. HiBench offers three sets of Hadoop programs, including Micro-Benchmarks, Web Search, and Machine Learning. Three categories of test conducted in this research were MapReduce, Hive, and Spark. For Micro-Benchmarks groups, this research used HadoopJoin (Hive), JavaSparkJoin, ScalaSparkJoin, and PythonSparkJoin programs. Then, for Web Search groups, HadooPageRank (MapReduce), JavaSparkPageRank, ScalaSparkPageRank, and PythonSparkPageRank were used. Finally, for Machine Learning groups, HadoopKMeans (Mahout), JavaSparkKMeans, ScalaSparkKMeans, and PythonSparkKMeans were used. All of these programs were used for evaluating the system performance in terms of processing speed, throughput, resource utilization, and data size.

2 RELATED THEORIES

Hadoop [2] is one of Apache’s open source projects for store and manage Big Data. Hadoop is written in Java and has the ability to support fault tolerance for storing data in more than one place. Hadoop system is a core foundation for many commodity servers in horizontal scale nodes. Hadoop project was originally started by Doug Cutting and Mike Cafarella [3] when they were working at Yahoo. Later on, many companies started to use Hadoop including eBay, Facebook, and Amazon. At the time of conducting this research, Hadoop 2.5 was used, however, the latest version of Hadoop at this stage is 3.x alpha which was recently released in September this year (2016). The current stable version is 2.7.2 [4]. Normally Hadoop technology is run on a group of servers consisted of at least one Master node and many Worker nodes which will be used for processing and storing data. These worker nodes can be used as Data Node or node management (Node Manager). There are a few popular Hadoop distributions in the market such as Cloudera, MapR, and Hortonworks. This article reports a comparison of three different Big Data platforms: Apache Hadoop, Cloudera (Express), and Hortonworks in the respects of installation, cluster management, cost, and stability.

In any distribution, Hadoop ecosystem mainly comprises of HDFS as a file system, MapReduce as a software framework and YARN as a resource manager.
These are not enough for further data analysis which required SQL queries, random access read/write data and data management including transferring data to and from RDBMS or retrieving streaming data. Additional tools such as Hive, Spark, Pig, and Impala. In this research, we focused on HDFS, YARN, Hive, and Spark.

HDFS [3], Hadoop Distributed File System is the most popular technology for unstructured data storage because Hadoop stores data in commodity server's storage in distributed fashion. Being distributed means that its data in small blocks are duplicated at least 3 copies and are stored in different nodes which is important for fault tolerance.

MapReduce [6] is the main processing framework for older Hadoop version which processes data in batch mode. Java programs need to be developed to use MapReduce for processing data in HDFS. In a newer version of Hadoop, Spark was introduced and predicted to replace MapReduce as data processing nowadays can be interactive, real-time processing and even machine learning, not only batch processing anymore.

YARN, Yet Another Resource Negotiator is a resource manager on Master node in Hadoop system, the main duty is distributing jobs to worker nodes via Node Manager. The processing mode can be MapReduce in batch, Tez in interactive mode or Spark in real-time.

Hive is a simple SQL like language tool for query data in HDFS to bypass Java program development for using MapReduce. However, Hive actually translates SQL like queries to be MapReduce which is then processed in batch mode.

Makout is a predictive analytic tool for data scientist using Java offering various predictive algorithms such as recommender, classification, and clustering.

Spark [7] is a Big Data real-time data processing technology using in-Memory processing mode. Spark is the most prominent framework in Big Data processing tools as its processing time is a lot faster than MapReduce. Spark offers importing data from various sources including HDFS, Cloud storage, and NoSQL in different languages such as Java, Scala, R, and Python.

Pig is very similar to Hive, Pig Latin script can be used to query data on HDFS without Java program to use MapReduce. However, Pig is suitable for ETL for dealing with JSON.

Impala is an SQL like language which similar to Hive but work faster than Hive as Impala works in in-memory mode using its Statistics at Master node then distributing jobs to Worker nodes through Impala (executor Impala). Impala itself is developed by Cloudera and only available on Cloudera distribution.

One important point of working with Big Data is the ability of processing data from other sources that is not HDFS. Processing data on HDFS can be classified as four types those are interactive analysis, batch analysis, real-time analysis and machine learning. When choosing Big Data platform, the main concern should be both using Hadoop with data on HDFS and processing data from other sources using Spark.

2.1 Processing data with Hadoop

When analyzing data on Hadoop, MapReduce is used and completed in batch processing fashion which required Java programming or some other languages. Recently, the popularity of MapReduce has been declined as being replaced by Spark. However, some Hadoop distributions offer analytic tools with SQL like language/script, these tools are Hive, Pig, and Impala.

2.2 Processing data with Spark

Spark can process data on HDFS ten times faster than MapReduce. It can be used as a tool to import data from other type of sources such as cloud storage, NoSQL, RDBMS. Spark has ability to be operated as distributed or distributed mode over Hadoop clusters on YARN as interactive mode. Four main components of Spark are Spark Core, Spark Streaming, Spark SQL, and MLlib. Spark Core provides processing platform API for various languages including Java, Scala, Python, and R. Spark Streaming offered real-time processing which is suitable for importing real-time feeds of data. Spark SQL is an SQL like processing platform and MLlib is a machine learning processing tools.

3 METHODOLOGY

Three main computation aspects in research methodology being discussed here are cluster installation, benchmark test using HiBench and cluster management.

3.1 Cluster Installation

All three distributions being investigated in this research were installed in AWS cloud service using four EC2s [8], each distribution consisted of one as a master node with other three as worker nodes. Each EC2 was Ubuntu server 14.04 1.78, the master was m3.large (3 vCPU, 30 GB RAM, 160 GB SSD, 500 GB Storage) and the worker nodes were m3.large (4 vCPU, 15 GB RAM, 80 GB SSD, 500 GB Storage).

3.2 HiBench Tests

A simple test of importing data into HDFS and export out was tested using both command line and over HIUI. Data processing was tested on MapReduce, Hive, Pig, and Spark. HiBench was then used as a benchmark tool, HiBench consists of three groups, those are:

- Micro Benchmark, SQL query was tested using Join for Hive and Spark
- Web Search, PageRank algorithm was tested on both MapReduce and Spark
- Machine Learning, K-Nearest algorithm was tested on Mahout and Spark

3.3 Cluster Management

In term of cluster management, we tested how difficult for each distribution to add or delete a node to and from a cluster. Another EC2 was created and added into the cluster then one node was removed from the cluster. After adding a new node to the cluster, configurations for services on the new node were observed. Before removing any node,
services have to be stopped completely for that node to be able to be removed. Adding and removing nodes can be challenging in the real situation when a node needs a replacement.

4 RESULTS

According to the comparison aspects discussed in methodology section, results can be divided into three parts below.

4.1 Cluster Installation

Hadoop distribution was the most difficult as in all three distributions tested, it required a knowledgeable staff to conduct a cluster installation using pure command line. The hard work of installing each node was node and services configuration. The installer needed to know all related services available for the version of installation. While the installation and configuration on Cloudera (Express) and Hortonworks were quite easy with a well designed graphic user interface (GUI), Cloudera or CDH offered a set of services called parcels to the installer can choose from Cloudera Manager to install any related services using parcels without having to know which chaining required services. Cloudera Manager interface is shown in Fig.1. However, Hortonworks installation was different from the other two, the installation was conducted using CloudBreak and at least 9 nodes using EC2s on AWS. Hortonworks graphic user interface manager called Ambari is shown in Fig.2.

4.2 HiBench Testing Results

According to the installation of Hortonworks that required 9 nodes in total and some difficulty of YARN configuration, therefore, the results from Hortonworks distribution cannot be used in comparison here. The results of Hadoop 2.6 is shown in Table 1 and CDH in Table 2.

<table>
<thead>
<tr>
<th>Application</th>
<th>Input Data Size (Bytes)</th>
<th>Time (seconds)</th>
<th>Throughput (bytes/second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HadoopParquet (Eval)</td>
<td>193,704,741</td>
<td>163.242</td>
<td>9,690</td>
</tr>
<tr>
<td>JavaSparkJoin</td>
<td>193,704,741</td>
<td>10.734</td>
<td>17,315,006</td>
</tr>
<tr>
<td>ScalaSparkJoin</td>
<td>193,704,741</td>
<td>10.706</td>
<td>18,031,492</td>
</tr>
<tr>
<td>PySparkPyGraf</td>
<td>193,704,741</td>
<td>12.735</td>
<td>15,115,004</td>
</tr>
<tr>
<td>HadoopPageRank (MapReduce)</td>
<td>433,459</td>
<td>433,459</td>
<td>896,008</td>
</tr>
<tr>
<td>JavaSparkPageRank</td>
<td>259,928,113</td>
<td>1.714</td>
<td>151,473,072</td>
</tr>
<tr>
<td>ScalaSparkPageRank</td>
<td>259,928,113</td>
<td>1.735</td>
<td>149,458,275</td>
</tr>
<tr>
<td>PySparkPageRank</td>
<td>259,928,113</td>
<td>3.9</td>
<td>66,448,234</td>
</tr>
<tr>
<td>HadoopKmeans (MapReduce)</td>
<td>4,016,371,688</td>
<td>714,959</td>
<td>5,517,310</td>
</tr>
<tr>
<td>JavaSparkKmeans</td>
<td>4,016,371,688</td>
<td>1.756</td>
<td>3,457,227,612</td>
</tr>
<tr>
<td>ScalaSparkKmeans</td>
<td>4,016,371,688</td>
<td>1.687</td>
<td>2,565,728,195</td>
</tr>
<tr>
<td>PythonSparkKmeans</td>
<td>4,016,371,688</td>
<td>3.727</td>
<td>1,077,543,217</td>
</tr>
</tbody>
</table>

Fig. 1. Services on Cloudera Manager

Fig. 2. Services on Ambari
### Table 2: Data processing on CDH

<table>
<thead>
<tr>
<th>Application</th>
<th>Input Data Size (bytes)</th>
<th>Time (seconds)</th>
<th>Throughput (bytes/second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadoop (Hive)</td>
<td>193,204,734</td>
<td>67.16</td>
<td>2,905</td>
</tr>
<tr>
<td>JavaSpark</td>
<td>60,044</td>
<td>44.044</td>
<td>4,287,136</td>
</tr>
<tr>
<td>ScalaSpark</td>
<td>45,701</td>
<td>4,245,842</td>
<td></td>
</tr>
<tr>
<td>PythonSpark</td>
<td>44,357</td>
<td>4,351,429</td>
<td></td>
</tr>
<tr>
<td>HadoopPageRank (mapreduce)</td>
<td>264.409</td>
<td>943,810</td>
<td></td>
</tr>
<tr>
<td>JavaSpark PageRank</td>
<td>79.573</td>
<td>2,607,185</td>
<td></td>
</tr>
<tr>
<td>ScalaSpark PageRank</td>
<td>102.21</td>
<td>2,542,581</td>
<td></td>
</tr>
<tr>
<td>PythonSpark PageRank</td>
<td>251.405</td>
<td>1,835,901</td>
<td></td>
</tr>
<tr>
<td>HadoopKinesis (Mahout)</td>
<td>421.077</td>
<td>9,076,377</td>
<td></td>
</tr>
<tr>
<td>JavaSpark Kmeans</td>
<td>227.927</td>
<td>17,621,167</td>
<td></td>
</tr>
<tr>
<td>BodeSpark Kmeans</td>
<td>47.986</td>
<td>50,655,452</td>
<td></td>
</tr>
<tr>
<td>PythonSpark Kmeans</td>
<td>209.842</td>
<td>133,909,594</td>
<td></td>
</tr>
</tbody>
</table>

A comparison of processing time between Hadoop 2.6 and CDH is shown in Fig. 3. Throughput comparison is shown in Fig. 4. Processing time of each testing program using CDH, when processed by Spark, Hadoop is faster. However, both CDH and Hadoop, Spark confirmed a better speed over traditional tools offering by Hadoop technology. Similarly shown in throughput, Hadoop offered a better throughput in each run result.

### 4.3 Cluster Management

Adding node to an existing cluster for Hadoop was difficult to stop services and the cluster including preconfigure the new node before restarting the cluster. In CDH and Hortonworks were easier done over GUI using Cloudera Manager for CDH and Ambari on Hortonworks. New nodes can be RC2 and pre-installed operating system before adding to the cluster. Fig. 5 shows a node added into existing cluster can be completed using node template on Cloudera Manager. Deleting nodes from the cluster should be conducted carefully under circumstances that the related services already stopped. CDH and Hortonworks are suggested for less-skilled administrators while Hadoop required a well-versed knowledgeable staff.

---

**Fig. 3.** Processing time using Hadoop versus CDH

**Fig. 4.** Processing Throughput using Hadoop versus CDH

**Fig. 5.** Using template for adding new node to a cluster
CONCLUSION

The results showed that Cloudera Express was the easiest in installation and cluster management aspects. However, Hortonworks also provided with graphical user interface for cluster maintenance using open source called Ambari. Being light and flexible, Apache Hadoop was recommended with some trade offs such as complexity of command line uses. In all three distributions, Spark was highly shown great potential to be chosen as a processing platform for Big data. The results of Micro-Benchmark tests, both speed and throughput of using Spark were 10 times better than Hive. The PageRank testing results confirmed Spark (any languages) were 100 times faster than MapReduce. Similar results for K-Means of Machine Learning testing group, Spark were exceptionally superior over Mahout, especially Scale Spark.
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